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Disturbance Attenuation and H> Optimization with Linear
Output Feedback Control
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Recently, many important results have been established for solving the following problem in linear system
theory: Design a dynamic output feedback compensator such that the gain of the closed-loop transfer function
is minimized over all frequencies. This paper considers disturbance attenuation and H > optimization with linear
static output feedback control. Under certain minimum phase assumption on the open-loop plant and the
condition that the open-loop system is stabilizable using high gain feedback, the achievable disturbance
attenuation level with constraint linear static output feedback is obtained. A synthesis procedure to achieve
prespecified disturbance attenuation is developed and illustrated by means of an example.

1. Introduction

HE disturbance attenuation problem is concerned with

designing a feedback control law that ensures that the
effect of the disturbance acting on a linear system is reduced to
an acceptable level. H> optimal control is one specific version
of this problem in which the disturbance consists of energy
bounded signals and the design objective is to minimize the
gain from disturbance input to regulated output over all fre-
quencies. Such a problem also arises in stability robustness of
feedback systems (see Refs. 6 and 11). Complete solutions are
available when linear dynamic output feedback controls are
used (see Refs. 4 and 17 for details).

This paper studies disturbance attenuation and H* opti-
mization using linear static output feedback control. It is
assumed that the open-loop system can be stabilized with high
gain feedback, i.e., a static output feedback gain exists such
that the closed-loop system is asymptotically stable as long as
the feedback gain is sufficiently high. We will make this as-
sumption more specific in the next section. Furthermore, we
will restrict our feedback compensators without memory to
those solvable from state feedback laws, which are termed as
constraint linear static output feedback controls.

In a previous paper,’ we established a necessary and suffi-
cient condition for the existence of linear quadratic optimal
control when linear static output feedback is used. Distur-
bance attenuation and H® optimization using linear static
output feedback is also studied for a special class of systems.
In this paper, we extend the disturbance attenuation problem
as formulated in Ref. 5 to a more general class of linear
systems. It will be shown that under certain minimum phase
condition and the condition that the open-loop system can be
stabilized using high gain output feedback, optimal control
with constraint linear static output feedback can be achieved
asymptotically. Moreover, the achievable disturbance attenua-
tion level with constraint linear static output feedback is ob-
tained, and a synthesis procedure to achieve prespecified dis-
turbance attenuation is developed.
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The results reported in this paper have applications to the
problem of stabilization of uncertain systems.®!! It is also
hoped that the results in this paper complement the existing
research reported in Refs. 3, 7, and 9, in which linear static
output feedback control is studied extensively.

II. Preliminary

The system under consideration is described by the follow-
ing state-space model:

X(¢) = Ax(t) + Bu(¢) + Dd(¢), y()=Cx(@) -
M

w(t) = Ex(t)

where x(¢) € R"is the state, d(¢) € R? is the disturbance input,
u(t) € R™ is the control input, y(¢) € R' is the measured out-
put, and w(¢) € RY is the controlled output.

Assumptions: In the sequel, it will be assumed that system
(1) satisfies the following assumptions:

1) The number of control inputs is equal to the number of
measured outputs: / = m.

2) The high frequency gain from the control input to the
measured output is nonsingular; i.e., det(CB) # 0.

3) The transfer function C(sI — A)~'B is strict minimum
phase; i.e., for all Re(s) =0,

I—-A B
rank l:s

s O]=n+m

Although the assumptions on the plant model are restric-
tive, the results reported in the next section are often applica-
ble to a more general class of systems. For instance, if the
plant model is minimum phase but does not satisfy assump-
tions 1 and 2, we can first apply the pre- or postcompensator
as discussed in Ref. 13 to square down the plant and keep the
minimum phase property and next approximate it with a plant
model that meets the preceding assumptions.

Remark: Without loss of generality, it is assumed that the
input matrix is in the special form

BT=[I 0] 2)
Otherwise, it is always possible to find a similarity transform
such that Eq. (2) is true. Also note that assumptions 1-3 are
quite similar to those used in adaptive control.

The preceding assumptions imply the existence of a feed-
back gain K€ R™*™ and a constant p*>0 such that the
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matrix A — pBKC has all its eigenvalues on the open left
half-plane for all p = p* (see Ref. 8 for more details). Hence,
the open-loop system defined in Eq. (1) can be stabilized with
high gain output feedback control.

As indicated in Ref. 5, if we partition the matrices A and C
as

Ay Alz}
A= s C=[C; C 3
[An . [ G &)

where A, and C; in R™*™, Then, by assumptions 1-3, C, is
nonsingular, and the matrix

F=Ay—AuC'C

is stable; i.e., all of the eigenvalues of F are on the open left
half-plane. ,

Definition: Let the constant 0> 0 be given. Then the system
(1) can be stabilized via a linear static compensator with
(strict) disturbance attenuation ¢ if there exists a constant
matrix K of size m X m such that the following conditions are
satisfied: 1) the closed-loop system is internally stable; and 2)
the transfer function matrix for the closed-loop system

Tyi(s)=E(sI — A + BKC)~'D “)

satisfies the bound 1 7,4 ll . < o (or I T,,4 . < o for strict distur-
bance attenuation) where I T, is defined by

1Tale = sUp (N Nqarl T ( = j) Ta )l s w € R} (5)

Note that if the system (1) can be stabilized with disturbance
attenuation o, then the closed-loop system is internally stable.
The following result was established in Ref 5.

Lemma 1°: Let the system be given as in system (1). Assume
that the realization {A, B, C} is both stabilized and de-
tectable and satisfies assumptions 1-3. Assume further that
D = BQ for some €. Then, for any 6 >0, there exists a matrix
K e R™>*™ gsuch that the closed-loop system as in Eq. (4) is
stabilized with attenuation 9, i.e., H T4l <.

Clearly, the preceding result implies that the infimum of
disturbance attenuation level using linear static output feed-
back is zero when the column space of the D matrix is con-
tained in the column space of the B matrix. However, no result
is available if this condition is violated. In this paper we will
explore this class of disturbance attenuation problem in more
detail. The next result can be found in Ref. 6.

Lemma 2%: Suppose that the state vector of the system (1) is
available for measurement so that the state feedback u(¢) =
Fx(t), F € R™>*", can be used and the realization pair {4, B}
can be stabilized. Then, the system (1) is internally stabilized
with strict attenuation ¢ for some F € R™>*" if and only if the
algebraic Riccati equation

ATP + PA — (1/e)PBBTP + (1/6®)PDDP + ETE + ¢Q =0
(6)

has a positive definite solution P for some scalar ¢>0 and
some positive definite matrix Q of size n X n.

The choice of the matrix Q does not affect the solvability of
the algebraic Riccati equation.® Furthermore, with u(t) =
— (1/2¢€)B™Px(t), the closed-loop system is internally stabi-
lized with strict disturbance attenuation o. If the state x(¢) is
not available for measurement, then the linear static output
feedback control u(¢) = — Ky(¢) can be solved from

KC = (1/2¢)KC = (1/2¢)BTP Q)

with K € R”>™ and P obtained from Eq. (6). Clearly, if Egs.
(6) and (7) admit solutions P and K for some ¢>0 and some
positive definite matrix Q, then the output feedback control
u(t) = — Ky(r) stabilizes the system (1) internally with strict

disturbance attenuation o. Since the algebraic Riccati equation
is a powerful synthesis tool for multivariable dynamic feed-
back system design, it will be interesting to obtain an optimal
solution among all linear static output feedback controls
u(t) = — Ky(¢) solved from Eqs. (6) and (7) in terms of distur-
bance attenuation. That is, if we define the solution set

K = {K: K is solved from Eqs. (6) and (7), which internally

stabilizes the system (1)} ®

then the intent is to obtain an optimal solution

o* =inf{IT,,ll, : K€ K} )]

where T,4(s) is the transfer function for a closed-loop system
as given in Eq. (4). Note that in general we have

o* =inf{I Tyl : K€K} 2infl 1T ylle : K

stabilizing static output feedback } (10)

At this point, it is unclear whether the preceding inequality can
be replaced by an equality, but it will be shown in the next
section that the optimal solution of Eq. (9) indeed can be
obtained explicitly.

Remark: Very recently, a general result on static output
feedback for H* control has been presented in Ref. 14. How-
ever, only the existence part is resolved in Ref. 14. Although
our result in the next section is quite restrictive, it provides a
numerical algorithm to compute the necessary feedback gain,
which is in contrast to that in Ref. 14. Future research should
be directed to bridging the gap between the two results (see
also Ref. 15).

III. Main Results

The following result will be used in the sequel:

Lemma 35'916; Let T(s)=H(sI — F)~'G with F stable.
Then, 1) ‘given any positive definite matrix Q € R"*" and
scalar 0> I T ll,, there exist a positive definite matrix P € R" <"
and scalar €>0 such that F7P + PF + (1/6®PGTGP + H'H
+eQ =0 and 2) if o< |ITl,, then the preceding algebraic
Riccati equation does not admit a solution P for any positive
definite matrix Q and scalar ¢>0.

Note that the preceding result does not require controllabil-
ity and observability of the realization. The choice of Q does
not affect the solvability of the preceding algebraic Riccati
equation.

We have assumed, without loss of generality, that the con-
trol input matrix B is in special form (2). Therefore, the
disturbance input matrix D can be decomposed as
D = D, + D, where BTD; = 0 and D/D, = 0. It is not difficult
to verify that such a decomposition has the following struc-
ture:

DI=[0 L7 DI =17 0] 11
where L € R -2 %P and Q € R?*P. The next two key resuits
show how an optimal solution of ¢* in Eq. (10) can be found.
Further, for any prespecified o> o*, they show how we can
obtain a stabilizing state feedback controller for the system (1)
with disturbance attenuation o.

Theorem 4: Suppose that the system (1) satisfies assump-
tions 1-3, and in addition D"B = 0, i.e., D, = 0. Partition the
matrices 4, C, and E as

Ay Ap
A= . C=[C, Cl, E=<IE E
[Am Azz] G, Gl [E, E3)

such that 4,;, C; € R™"*™ and E, € R2*™. Define the transfer
function matrix

R()= (B, — E\C; 'C)(sI - F) 'L,

with F = Ay — A4, C'C, (12)
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Then, 1) R(s) is stable, and 2) for any ¢> IR I, there exists a
linear static output feedback control u(¢) = — Ky(t), K€ K
[defined in Eq. (8)] such that the closed-loop system is inter-
nally stabilized with disturbance attenuation o; i.e.,
M7, <o.

Proof: Clearly, the matrix F as in Eq. (12) is stable by
minimum phase assumption. To establish that for any
o>lRIl, a linear static output feedback control
u(t) = — Ky(¢) exists such that the 17,4, < o, we need to
show that there exists a positive definite matrix Q and a scalar
€>0 such that the matrix equations (6) and (7) have solutions
P =PT>0 and K € R™*™, Note that since e>0 and Q >0,
Eq. (6) is equivalent to the matrix inequality

P-1AT4+ AP~ '~ (1/€)BBT + (1/06)DDT + P~ 'ETEP - 1<0
Denote § = P~ ! and define

®=SAT+ AS — (1/e)BBT + (1/6)DD7T + SETES <0 (13)
We thus need to show that if o> IR I, the preceding inequal-
ity admits a positive definite solution S ( = P ~!) that satisfies

Eq. (7) for some K € R™*™ with ® some negative definite
matrix. Now partition

&, & N
q)z[ 11 IZ:I’ S=[ 11 12]
@21 q’zz SZI S22
conformably to matrix A as in Eq. (3). With these partitions,
Eq. (7) can be written as
CiSiu+ CSu=K"1, CiSp+ CSp=0
and hence
Sp=—C/ 'GSy, (14)
Furthermore, with S, so defined, Eq. (13) is equivalent to
&), = SuAf + AnSu + Sudh + ApSy — U/e)
+[Su SIETE[Sy Spl” (15)
@22 = SZZ(AZZ - A21C1~ ICZ)T + (A22 - A21C1_ ICZ)SZZ
+ (1/6)LLT + S,ETES, 16)
where E = E, — E;C,;"'C,, and
&), = SnAf + AuSi + AL + ApSy
+[Su SulEE[Sy Sxl” amn
By Lemma 3, Eq. (16) has a positive definite solution S,, for
some negative definite ®,,, provided l®,,ll is suitably small to
satisfy IR ll,<o. Hence, we can solve for S,, by selecting an
appropriate ®,,. Knowing S,,, we can solve for S, from Eq.
(14). Finally, we can obtain S;; by the inequality
S11> 81285 'Sx
This choice of S;; guarantees that S is real, symmetric, and

positive definite. Clearly, since S is positive definite, the solu-
tion P =S ! of Eq. (7) is also positive definite. Moreover,

with P partitioned as
P, P
P= |: 11 12]
P 21 P, 22

Eq. (7) can be rewritten as

Iecl =Plla IeCZ =1)12

from where it is clear that Py, = P),Cy” 1C,. The feedback gain
K as in Eq. (7) can then be obtained as

K = (G181, + C:Sy) ' = BTCT(CSCT) -1 (18)

Since S is positive definite, the exigtence of K is guaranteed.

Next, we will show that with S and K as determined earlier, the

matrix ® is negative definite, provided >0 is sufficiently

small. Indeed, ® being negative definite is equivalent to
$y,<0, &y - 8,859, <0

Note that when solving S,, in Eq. (16), ®,, has been set as

negative definite. Furthermore, from Eq. (17) it is clear that

&, (= ®1,) does not depend on e. Therefore, from Eq. (15) we
can see that the submatrix

@)y — D1,%5 10y + (/)

is independent of €. Therefore, ®,; — &,,%,; !®,; <0 is ensured
if in Eq. (15) ¢>0 is sufficiently small. Hence, with output
feedback control law

u(t)y= - (1/20Ky(t) = - Ky(?)

the closed-loop system is internally stable with disturbance
attenuation o. The choice of Q satisfying Eq. (6) is given by
Q= —(1/¢)S - '®S - 1. This concludes the proof. O

The disturbance attenuation o is characterized by the fol-
lowing bound on ¢*:

Corollary 5: Suppose all of the conditions in Theorem 4
hold, and the matrices B and D satisfy B7D = 0 with B in the
same special form (2). Then,

o* =inf{I Tyl : K€ K} =IRI,

where T,,,(s) is the transfer function for a closed-loop system
as given in Eq. (4) and R (s) is the transfer function as given in
Eq. (12).

Proof: In light of Theorem 4, for any o> IR I, an output
feedback control u(¢) = — Ky(¢), K € K exists that is defined
as in Eq. (8), such that the closed-loop system is internally
stabilized with disturbance attenuation o. Hence, o* < IR |l..
We claim that it is impossible for o* to be strictly smaller than
IRIl,. Using contradiction, assume that ¢*<§Rl,. Then
there exists ¢>0 such that o*<o< IR, and hence there
exists a K € K such that with u(f) = —Ky(¢) the closed-loop
system is internally stable with strict disturbance attenuation
o. In light of the proof of Theorem 4, the matrix inequality
(13) shouid have at least one positive definite solution S for
some positive definite matrix Q and scalar ¢>0. Clearly, the
solvability of S amounts to the solvability of S,; as in Eq. (16).
However, since o< IR, no positive definite solution S,,
exists satisfying Eq. (16) in light of Lemma 3 and hence a
contradiction exists. o o ) g

In Theorem 4 we considered the disturbance that was re-
stricted to the column space of the input of the system. Next
we generalize our results to arbitrary disturbances. The next
result gives a complete solution for the disturbance attenua-
tion problem using constraint linear static output feedback
control. We again assume without loss of generality that the
control input matrix B is in the special form of Eq. (2) and the
disturbance input matrix is decomposed into D = D; + D,,
where D, and D, are in the form of Eq. (11). Hence B7D, = 0
and D{D, = 0. Note that for Theorem 4 it was assumed that
D, =0, whereas here that assumption has been removed.

Theorem 6: Assume that the system (1) satisfies assump-
tions 1-3. Define R(s) as

R(s)= (B, ~ E\C"'C)(sI — F)™ 'L,

with F = Ay — A, C7 Gy 19)
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which is similar to Eq. (12), and matrices A, C, and E are
partitioned in a manner similar to Theorem 4. Then, R(s) is
stable. Furthermore, for any o> IR |, there exists an output
feedback control u(¢) = — Ky(¢), K € K that is defined as in
Eq. (8) such that the closed-loop system is internally stable
with disturbance attenuation o.

Proof: The stability of R(s) is obvious. Consider the trans-
fer function of the closed-loop system

Ta(s) = E(sI — A + BKC)~'D = Ty(s) + Tx(s)
with

Ti(s) = E(sI — A + BKC)~'D,
and

Ty(s) = E(sI — A + BKC)~'D,

We need to show that for any o> IR |, there exists a positive
definite matrix Q and a scalar ¢>0 such that the matrix
equations (6) and (7) have solutions P =PT>0 and
K e R™*™, Indeed, since 0> IR ll,, there exists 6§ >0 such that
o — 6> IR . Define o, = ¢ — 6. By Theorem 4, there exists a
matrix K € K such that T,(s) is internally stable and
I T, < 0y. Furthermore, K = (1/2¢)K, together with S, can
be solved from Egs. (15-18). With solutions S and K, we can
verify that

$y) = SpAp — ApCy 'CHT + (Ay — AxC 'C) Sy
is negative definite by Eq. (16). Furthermore,

$15 = SnA) + AuSia + Sidh + ApSy

+[Su SulETE[Sy Sul”

does not involve é and e. Hence,

- I Q07
&1y = SuAdfl + AuSu + SpAfL + AnSn - (; B —ST>

+[Su SplETE[S) Silt

and &,; — $,%,,'®,; can be made negative definite by taking
sufficiently small e. Therefore, there exists an ¢* >0 such that
& is negative definite. By the proof of Theorem 4, the preced-
ing three equations imply that

®=SAT+ AS — (1/¢*)BBT + (1/8)D,D{ + SETES <0

and hence 7(s) is internally stable, and in light of Lemma 2,
1T, < 6. By setting K = (1/2¢*)K, we thus have

1Tl < ITH + 1Tl <6+ 0,=0

which concludes the proof. O

Finally, we again assume without loss of generality that the
control input matrix B is in the special form of Eq. (2) and the
disturbance input matrix is decomposed into D = D, + D,,
where D, and D, are in the form of Eq. (11). Hence B7D; =0
and DD, = 0.

Corollary 7: Suppose that the system (1) satisfies assump-
tions 1-3. Define R(s) as in Eq. (19). Then,

o* =inf{IT, 4l : K€K} =IRIN,
where K is defined as in Eq. (8) and ¢* is defined in Eq. (9).

Proof: The results in Theorem 6 imply that ¢* < IR Il .. We
will show that o* = IR ll,, also. Using contradiction, suppose

that o* <R ll,. Then the algebraic Riccati equation (6) does
not admit any solution for any given positive definite matrix Q
and scalar €>0. Indeed, the solvability of Eq. (6) is equivalent
to the solvability of Eq. (13). Hence, if we take the (2,2) block
of Eq. (13) with S;; as in Eq. (14) substituted in, we have

$y; = SpAp — A Cy 'CYT + (A — AnCy 'C)Sy,

+ (1/ALLT + SpETES;,

By the hypothesis that o< IR ll.,, the preceding equation does
not admit a solution Sy, for any given ®,,>0, in light of
Lemma 3. Hence, a contradiction exists. O

It is worth mentioning that the results in this section not
only establish the optimal solutions for Eq. (9) but also give a
systematic procedure for synthesizing the feedback compensa-
tors. We summarize this section with the algorithm based on
the results developed in the preceding sections.

Algorithm—Step 1: Input realization {A4,B,C,D, E}
which satisfy assumptions 1-3.

Step 2: Find a similarity transformation matrix 7 such that
TB is in the form of Eq. (2) and set

{A,B,C,D,E}={TAT-',TB,CT-', TD,ET "'}

Step 3: Partition 4, C, and E as in Theorem 4 and decom-
pose D = D; + D, with DI =[0 L7 and D =[Q7 0] as in
Theorem 6.

Step 4: Compute ¢* = IR I, where R(s) is defined as in Eq.
(19).

Step 5: For any o> IR, solve for $ = P~! and K from
Egs. (15-18).

Step 6: Choose e¢* >0 such that the transfer function 7,,(s)
for a closed-loop system as in Eq. (4) is internally stable and
attains disturbance attenuation I 7,4l < o following the pro-
cedure next:

1) Set e* = 1 (or other initial value for €*).

2) Set K = K/2¢* and test whether or not the stability of
A — BKC and IT,;!l, < o are both true.

3) If either one or both are not true, set e*: = e*/2 and
continue 2); otherwise, go to Step 7.

Step 7: Set the feedback gain as K = K/2¢ where 0 <e<e*.
End.

We would like to point out that in designing feedback gain
K, computing the matrix ® as in Eq. (13) is not required. In
fact, as shown in Theorems 4 and 6, the closed-loop system is
internally stable and satisfies the disturbance attenuation
o>IRI, as long as we choose e>0 sufficiently small after
feedback gain K is solved from Eqgs. (15-18). This result
implies the existence of ¢* >0 such that for all strictly positive
scalar e < €*, the closed-loop system is internally stable and
17,40 < 0. On the other hand, a small value of ¢* implies
high gain in feedback, which may not be desirable because of
the possible saturation. Hence, one would like to have ¢* as
large as possible while achieving internal stability and distur-
bance attenuation. To find such e*, we note that the closed-
loop transfer function T,4(s) is a function of ¢ since K = K/
2e. Therefore, the value of e* can be obtained by using a
bisection search or other techniques®’ on parameter >0,
which may refine step 6 of the preceding algorithm. That is,
we use the bisection method to search the largest value e* such
that the matrix 4 — BKC has all of its eigenvalues on the open
left half-plane and 17,1, < ¢. Also, if A — BKC is asymp-
totically stable, one can test 7,,l, <o by computing the
eigenvalues of the Hamiltonian matrix

A - BKC DD’ }

HX:[ —~E'E  -A'+C'K'B’

It is known that I 7,4/l < o if and only if Hy has no eigenval-
ues on the imaginary axis. The details can be found in Ref. 2.



Example 1

The parameters of the 16th order state-space model of the F100 turbofan enging model with five inputs and five outputs are

—4.328
—0.4402
1.038
0.5304
0.00848
0.8350
0.6768
-0.0970
—0.0088
—-0.0001
-1.207
—0.0273
—0.0012
—0.1613
-0.0124
—1.653

0.9990
11.32
-0.0094
—3.081
0.0021
—0.0195
0.0188
0.0225
—49.99
—0.6666
0.2854
-9.627
—-0.4278
—4.414
—0.0011
0.5004
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Iv.

Illustrative Examples

The first example is the F100 turbofan engine model.!?

0.1714 5376  401.6 —724.6 —1.933  1.020
—5.643 1275 <2335 —4343 2659 2.04
6.073 —165.0 —4.483 1049 —82.45 —5.314
~0.1086 1313 —578.3  102.0 —9.240 —1.146
~0.01563  0.0560  1.573 —10.05  0.1952 —0.0088
0.0125 —0.0357 —0.6074  37.65 —19.79 —0.1813
~0.0126 —0.098 —0.3567 8024 —0.0824 —20.47
0.8666  16.87  1.051 —102.3  29.66  0.5943
~0.0164  0.1847 02169 —8.420 07003  0.0567
~0.0002  0.0027  0.0032 —0.1246  0.0104  0.0008
~6.717 2626 1249 —1269.0  103.0  7.480
—04539 —5272  198.8 -28.09 2243  0.1794
0.0202 —2.343  8.835 —1248  0.0998  0.0081
02469 —24.05 2338 1463  1.638  0.1385
0.0302 —0.1198 —0.0482  5.675 —0.4525  19.81
1.831  —3.822  113.4 3414 —27.34  —2.040
1,521 —4.062  9.567  10.08 —0.6017 —0.1312
10.90 —4.071 —0.0574 —0.6063 —0.0749 —0.5936
0.1352  5.638  0.0225 01797  0.0241  1.100
—4.529 5707 —0.2346 —2.111 —0.2460 —0.4686
~0.0526 —0.0408 —0.0092 —0.0818  0.0343  0.0050
~0.1622 —0.0064 —0.0235 —0.2201 —0.0251 —0.0037
~0.2129 —0.0093 —0.0314 —0.2919 -0.0337  0.0887
0.1791  0.0084  0.0265 0.2560  0.0284 —0.0375
0.0676  39.46  0.0050  0.0898  0.0053  0.000
—0.6657  0.5847 0.67e—4  0.0013 0.7le—4  0.000
2332 —47.65 03406  3.065 03624 —0.4343
_9.557 3848 —50.01  0.1011  0.0120 —0.0469
~0.4245 1710 —2.000 —1.996 0.53¢—3 —0.0020
-4354  17.66 —3.113 —3.018 —19.77 —0.0500
—0.0068 0.0184 —0.0010 —0.0135 —0.0012 —20.00
0.1437 —2.416 -0.1073 —1.078  30.63  19.89
[ —0.0457 —451.6  —1058 —1.506 851.5]
0.1114 —546.1  —6.575 —107.8 3526
0.2153 1362 13.46  20.14 —6777
03262  208.0  —2.888 —1.653 —269.1
0.0099 —98.39 0.5069 —0.1940 —94.70
0.0273  71.62 9.608 —0.3160 —184.1
0.0172 7171 8571  0.7989 —515.2
~0.0774 —141.2  —0.8215  39.74 1376
B=\| 0038 —7.710 —0.0437 —0.1024 —6684
0.0006 —0.1144 —0.64¢—3 —0.0014 —99.02
5727  —1745  —8.940 —17.96 88980
0.1392 —2430  —02736 —0.3403 —6931
0.0062 -1.082 —0.0118 —0.0145 —307.7
0.0678  16.60 0.3980  0.0231 —2588
0.0019  9.147  —0.8241  0.0898 —32.31
0.1677 4358  —89.94  4.900 —295.5

—0.9820
—2.592
5.097
—2.408
—0.0211
-0.0296
—-0.0393
-19.97
6.623
0.0981
36.84
9.750
0.4333
4.486
0.1249
—0.6166

0.0960
—0.0960
0.0274
—0.3223
—0.0126
—0.0336
—0.0446
0.0365
0.0137
0.21e—-3
0.4681
0.0172
0.75¢ -3
0.0151
—0.0021
—50.16

-
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and

| 0.4866 0.1383
—0.6741 0.2789¢ —5
5.392 0.0000
95.42 0.0000
24.03  —0.0108
10.52 —0.55¢ —4
0.8190 0.47¢—4
—0.4492 0.0000

CT=
0.5195 0.0000
0.8437 0.0000
~1.863 0.0000
0.0571 0.0000
0.4815 0.0000
3.428 0.0000
2.161 0.0000
L 0.768 0.0000

It can be verified that the preceding physical plant satisfies
assumptions 1-3. We are interested in minimizing sensitivity
function 8(s) = [I + KP(s)] ! in the H* norm sense. It is
clear that by the strict properness of the plant, ISll,=1. It

will be demonstrated that for any > 1 there exists an inter-

nally stabilizing static controller K such that I$ll,<~v. To
proceed, we note that

S$G)=[ +KP(s)-'=I—-C(sI —A + BKC)"'B
and hence
IS, <1+ IS, S(s)=C(sI — A + BKC)~'B

This result implies that the H* optimization problem is in a
matched case:

D=B (20)

0.0000 0.74e—4 —0.15¢ —4]
0.0000 0.55¢e—5 -—0.12¢-3
0.0000 0.48¢—5  0.25¢—2
0.0000 0.15¢-3  0.16e—3
0.0000  —0.0150  —0.0162
0.0000 —0.65¢ —4 0.0011
0.0000 0.88¢—4  0.96c —4
0.0000 0.50e—5  0.55¢—5
0.0000 0.3de—5 0.37e-5
0.0000 0.27e—-4  0.30e—4
1.000  0.1le—5 0.12e-5
0.0000  0.4e—5 0.44e—5
0.0000 0.37e—4  0.40e —4
0.0000 0.43e-5 0.47e—5
0.0000 0.50e—5  0.53e—5
0.0000 0.56e—5  0.6le—5

0.0092
0.0000
0.0000
—0.0037
—0.0000

R=(CS1+GCSy) ' =

As the B matrix is not in the form of Eq. (2), we compress the

rows of B to get
B
23]
0

with B, square and nonsingular and set the similarity trans-

form as
s B0 ’ T_lz[B, 0
0 11[ 0 Ill

Hence, by setting {4, B, C} = {TAT !, TB, CT ~ '}, the in-
put matrix B is now in the form of Eq. (2). We can now
partition 4, C, and E as in Theorem 4, and verify that the
matrix F = Ay — Ay C;~'C; is stable. Hence, the preceding
system is strict minimum phase. It is now easy to verify that
assumptions 1-3 are true. The matched condition (20) implies
that R(s) in Theorem 4 is identically zero. Hence, for any

1.0882
—-0.0078
—0.6618

0.4998
—0.0002

>0, we can follow the procedure in Theorem 4 to seek the
static controller K such that A — BKC is stable and 1Sl < 0.
This fact reaffirms the earlier claim that for any y>1, an
internally stabilizing static controller exists such that the sensi-
tivity function 8(s) has H* smaller than y. We will synthesize
a static controller such that the closed-loop system is internally
stable and HSll,, = 1.025. This result is true if IS, <o =
0.025.

Following the procedure in the proof of Theorem 4, the
solution S,, is obtained from Egs. (15-17) with &5, = I ;,
E =0, L =1, and o = 0.025. Knowing Sy, Si;, and S,, can
be computed from

S]z = - Cl— 102522 and S” = 15 + Slezg 1321

The preceding S is clearly positive definite. We also obtain

0.1332 —-151.94 36.591
—0.0000 0.5883 -—0.0310
—-0.0001 -—-2.0586 —0.1519

0.0134 21.752 19.447

0.0000 0.0255 0.0009

by Eq. (18). Finally, by setting K = (1/2¢)K, we find that with
€ = 0.2439¢ — 7, the closed-loop system is internally stable and
admits disturbance attenuation ISl < 0.0221< ¢, This result
concludes that the sensitivity function satisfies I8, < 1.0221.

Example 2

In this example we show how systems that do not satisfy all
of assumptions 1-3 may be handled. The system in this case
does not satisfy the condition that det(CB) # 0. However, for
this particular system, it was found that if we obtained a
lower-order approximation, it was possible to make the system
satisfy assumptions 1-3. Clearly, the controller will be de-
signed for the lower-order system, and one needs to verify
whether the compensator achieves the required performance
on the original full-order system.

Consider the fifth-order system with two inputs and out-
puts. The following parameters represent the state-space
model of a drum boiler!
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-0.129 0 0.0396 0.025 0.0191
0.00329 0 —0.0000779 0.000122 -0.621
A= 0.0718 0-0.1 0.000887 -3.85

0.0411 0 0 —0.0822 0
0.000361 0 0.000035 0.0000426 -0.0743

0 0.00139

0 0.0000359

B = 0 ~0.00989

0.0000249 0

0 —0.00000534
co 1 0000
“lo1 00 0

It can be verified that the transmission zeros of the system are
all on the strict left half-plane although the system itself is not
asymptotically stable. Hence, assumptions 1 and 3 are true,
but det(CB) = 0, which violates assumption 2. Although as-
sumption 2 does not hold, one may decompose the system into
sum of stable and antistable subsystems and perform model
reduction on the stable subsystem. The Hankel singular values
of the stable part are

{1.6949¢ — 02 4.5444e — 03 .2.6364e — 04 2.9596¢ — 06}

which indicates that the stable subsystem can be well approxi-
mated by a third-order one using a balanced model reduction
procedure. After model reduction and suitable similarity
transformation, we have a new reduced-order model

2.180le —01 —1.73e+02  2.96e+02 0
6.32¢ —04 —4.59¢—01 8.82¢—01 O
A= 9.97¢ -06 —5.320—03 —6.11e—02 0
7.03¢—09 —4.98¢—06 9.89¢—06 O
10
o1
B=1o o
0 0
and

—8.3450e — 08  3.6004e — 05

It is then clear that gssumptions 1-3 hold true for reduced-or-
der model {A, B, C}. One can now synthesize the static feed-
back gain K for certain specific H* optimization problems.
One of them is the weighted sensitivity minimization: find K
such that A — BKC is asymptotically stable and
1w + KP)~'W,ll, is minimized among all static feedback
gain. Let {A,, By, Ci} and {A,, B,, C,} be realizations of the
weighting functions W, (s) and Wj(s). Then, an equivalent
model for the weighted minimization problem is

A 0 0 0 B
A,=1 0 A, O D, = |B, B,=1|0
B, B\C, A 0 0

. [—2.9755e—07 1.3904e — 03

and

g-|200 C=[C C 0
e_éCZO e = 2

It is easy to verify that for this equivalent system, assumptions
1-3 are satisfied. We can then follow the algorithm in Sec. III
to synthesize the static gain K. Because of the space limit, we
have not given detailed computation but would like to re-em-
phasize that as the approximant is used in weighted sensitivity
minimization, one needs to verify the final results for the
original system to insure the internal stability of the closed-
loop system and the true disturbance attenuation level. Since
the approximation error is very small, it can be predicted that
a static feedback gain can be synthesized to achieve the inter-
nal stability of the true closed-loop system with reasonable
disturbance attenuation level. The details are omitted.

V. Concluding Remarks

In this paper we studied the problem of disturbance attenu-
ation and H* optimization with constraint linear output feed-
back control. It was shown that for a class of linear multivari-
able systems it is possible to obtain achievable disturbance
attenuation level with linear static output feedback. Based on
the results developed in the paper, a computational procedure
to achieve prespecified disturbance attenuation was devel-
oped.
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